
Lecture 1: The miracle of language
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An introductory exercise

1. Paraphrase the following sentences
This book fills a very useful gap. 

No head injury is too trivial to ignore.

2. What would you say in the following 
situations (in your native language)?
Situation A: You want to offer a guest a cup 
of tea.  

Situation B: You have just boarded a train 
and you are looking for a seat. You see an 
unoccupied seat. What do you say to the 
person sitting next to it? 

2

Ten lectures on grammar in the mind

1. The miracle of language 

2. Towards an empirical cognitive 
linguistics 

3. From linguists’ grammar to speakers’
grammars: Acceptability judgments and 
where (not) to get them 

4. From linguists’ grammar to speakers’
grammars 2: Deconstructing the mean 
lean grammar machine 

5. From linguists’ grammar to speakers’
grammars 3: Individual differences in 
native language attainment 
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Ten lectures on grammar in the mind

6. Words as constructions 

7. How children build sentences (and 
learn grammar in the process) 

8. How adults build sentences: A 
recycling approach to linguistic 
productivity 

9. Functional constraints, usage and 
mental grammar 

10.Constructing a second language

4

The miracle of language

Ewa Dąbrowska
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Ambiguity

� Most words are polysemous

� Most sentences are structurally 
ambiguous (at least locally)

Ambiguous: Time flies (like an arrow).

Locally ambiguous: Flying planes is/are 
dangerous.
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An example

“It is a truth universally 
acknowledged that a single man 
in possession of a good fortune 
must be in want of a wife.“

(Jane Austen, Pride and Prejudice)

Nearly all the words in this 
sentence are ambiguous!
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single

1. Adj: only one 

2. Adj: not married 

3. Adj: whatever it means in single 
cream

4. N: a record

5. N: [room or bed] for one person

6. N: [ticket] for the outward journey 
only

7. N: a hit from which one run is 
scored in cricket
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man

1. N (count): adult male human being

2. N (count): a human being of either sex 

3. N (count): a manly man

4. N (count): ordinary soldier (not an officer)

5. N (count): employee

6. N (count): servant

7. N (count): husband or lover

8. N (count): a chess piece

9. N (count): term of address

10. N (mass): the human race

11. V: furnish with men for work

12. V: take the assigned places
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possession

1. N (count): something possessed

2. N (mass): the state of possessing

3. N (mass): self-possession

4. N (mass): possession by a demon 

10

good [NB: over 40 senses]

1. Adj: pleasant or enjoyable

2. Adj: of high quality

3. Adj: kind

4. Adj: of high moral standards

5. Adj: well-behaved 

6. Adj: cheerful [mood]

7. Adj: clever [idea]

8. Adj: valid [reason]

9. Adj: skilful [e.g. at swimming]

10. Adj: fairly large

11. N (mass): action or behaviour that is morally 
good 

12. N (mass): benefit or advantage 

13. N (plural): good people
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fortune

1. N (mass): luck, fate 

2. N (count): future

3. N (count): a lot of money

12

must 

1. Aux: expresses compulsion or 
obligation (deontic sense)

2. Aux: expresses logical necessity 
(epistemic sense)

3. N (count): something that must be 
done

4. N (mass): juice pressed from the 
grape but not yet fermented into 
wine

5. N (mass): mustiness

6. V: to grow mouldy and sour
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be

1. progressive auxiliary (will be 
reading)

2. passive auxiliary (will be read)

3. copula (That will be our greatest 
problem.)  NB: a number of 
different senses 

4. to exist (To be or not to be)

14

want

1. V: to desire

2. V: to desire physically

3. V: need to be done 

4. V: should (You want to be more 
careful.)

5. V: lack

6. N (count): a desire

7. N (mass): unavailability, absence 
(for want of)

8. N (mass): need (in need of) 
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wife

1. a woman married to a particular 
man

2. (archaic) a woman, esp. an older 
or uneducated woman

16

� Indefinite determiner -- tells us 
two things: 

� ‘noun coming’

� new referent – two interpretations:

�specific (a particular person 
unknown to the addressee) 

�generic (any individual belonging to 
a particular category)

� Preceding discourse suggests 
generic interpretation

A…
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A single…

Any of the 7 senses of single possible.
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A single man …

� Man can be a mass noun, a count noun, or a 
verb

� The presence of the determiner rules out the 
verbal senses and senses 9 and 10 

� This leaves senses 1-8

� (1) is the most prototypical meaning; the 
others are rather specialized (require special 
context) 

� Working hypothesis: man refers to an adult 
male human being
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We can now eliminate some of the 
irrelevant senses of single

� We know that it doesn’t mean 
whatever it means in single cream, 
because the next word isn’t cream.

� Since the head of the noun phrase is 
man, single is probably an adjective: 
either ‘only one’ or ‘not married’.

� Previous discourse context makes it 
clear that we are talking about a 
universal law, so it can’t mean ‘only 
one’.

20

A single man in …

� In: also ambiguous (my dictionary 
lists 17 senses)

� Preposition – introduces a PP →
noun phrase coming
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A single man in possession …

� The NP consists only of a noun (no 
determiner) – rules out sense (1): 
count nouns cannot occur without 
determiners in the singular.

� (2) is the most frequent mass noun 
sense of possession, and also the 
only one which occurs in the fixed 
expression in possession of, so 
possession probably means ‘state of 
possessing’.

22

A single man in possession of …

� Preposition – NP coming
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A single man in possession of a…

� Signals beginning of a noun phrase

� Generic interpretation (the whole PP 
modifies man which is interpreted 
generically)

24

A single man 
in possession of a good …

� The presence of a rules out the 
mass noun and plural senses 

� Any of the 10 adjectival senses are 
possible

� Still looking for a noun for our noun
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A single man 
in possession of a good fortune …

� Indefinite determiner rules out the 
mass noun sense 

� One can possess a fortune, but not a 
future – so only (3) makes sense 

26

If fortune means ‘money’, what is the 
most relevant sense of good?

� Fortunes can’t be skillful, clever, 
etc.

� (10) is the most likely sense 
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A single man in possession 
of a good fortune must …

� Must cannot be a noun (we have just had a 
noun and are now looking for a verb) 

� Can also rule out the main verb sense (‘grow 
mouldy’)

� pragmatically implausible (men don’t grow mouldy)

� impossible grammatically: the third person subject (a 
single man) would have to take a third person verb 
(musts, not must).

� So must is an auxiliary – means either that the 
man is obliged to do something or that the 
speaker strongly believes the statement.

28

A single man in possession 
of a good fortune must be …

� All four senses possible at this stage
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A single man in possession 
of a good fortune must be in …

� Be cannot be progressive auxiliary (has to 
be followed by a present participle, as in 
will be reading)

� Be cannot be passive (has to be followed 
by a past participle, as in will be read)

� V copula:  (That will be our greatest 
problem.)  NB: a number of different 
senses 

� V: to exist (To be or not to be) – probably 
not 

30

A single man in possession of a good 
fortune must be in want …

� Cannot be a verb (expecting an NP) 
– rules out 1-5

� Cannot be (6): count nouns cannot 
occur without a determiner in the 
singular

� (7) occurs predominantly in the 
expression for want of

� (8): in want of = in need of 
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A single man in possession of a good 
fortune must be in want of a …

� Preposition: NP coming

� Determiner: beginning of NP 
(indefinite referent) 
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A single man in possession of a good 
fortune must be in want of a wife

� Wife  means ‘a woman who is married to 
a particular man’

� But our man is not looking for a woman 
who is married to him (he’s single)

� Nor is he looking for a woman married to 
another man

� What he is looking for is an unmarried 
woman that he can marry 

� So in this context, the word wife is used 
to refer to an unmarried woman!
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But how can a word meaning ‘married woman’
refer to an unmarried woman?
� Wife, like other family terms, is a relational 
noun: it defines one person with respect to 
their relation to another person (the reference 
point) 

� To work out the reference of a relational noun, 
you first need to work out the identity of the 
reference point person – in this case, it is 
clearly the individual referred to as a single 
man

� Since the man is single, the NP cannot refer to 
his present wife.

� We know he needs a wife, so in this context, 
wife means ‘future wife’ or ‘potential wife’.

� So the contextually relevant sense is quite 
different from the dictionary sense (pragmatics 
overrides semantics).

34

To interpret a sentence, you need to

� identify all the words in it

� access their meanings 

� eliminate grammatically impossible 
or contextually inappropriate senses

� identify major grammatical units 
and the relationships between them

� make any adjustments required by 
the context (conversational 
implicature, pragmatic override)
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Ambiguity resolution 

� Most words are multiply ambiguous

� Picking out the relevant sense is quite a 
complex process requiring the integration 
of various kinds of information 

� Most ambiguities are resolved locally
a good fortune ‘large’

� Must be, or the processing task would 
become completely unmanageable (given 
the senses listed on the handout, there 
are 7 741 440 possible combinations: 
7x12x4x40x3x6x4x8)
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Sentence interpretation is a multiple-
constraint satisfaction problem

� Each kind of information (lexical, 
semantic, pragmatic, contextual, 
frequency) allows the listener to 
rule out some interpretations

� … but typically need several 
different kinds of information to 
arrive at a unique interpretation

� Like sudoku!
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2
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The difficulty of the task

� Rampant ambiguity

� The acoustic signal is often 
distorted or partially inaudible 
(Pollack and Pickett 1964: only 
about 50% of the words presented 
in isolation were intelligible)

� Sentence fragments, false starts, 
ungrammatical sentences. 
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The speed of language processing

� In normal conversation, people 
produce about 150 words per 
minute.

� Gaps between turns = 500 
milliseconds on average

40

The speed of language processing: word 
recognition

Words in isolation identified 300-330 ms 
post  onset; in context – after 200 ms (i.e. 
before there is enough acoustic information 
to uniquely identify the word)

� Word-monitoring tasks: Participants asked to 
press a button when they hear a particular 
word (e.g. Marslen-Wilson and Tyler 1981)

� Studies tracking eye movements (e.g. 
Altmann and Kamide 1999): People look at 
the object named by the speaker before the 
speaker finished naming it; and, in a 
sufficiently constraining context, even before 
the speaker began articulating its name. 
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Altmann and Kamide 1999
The boy will 
move the cake.

The boy will 
eat the cake.

42

Lexical processing: Methods

� Lexical decision task = deciding whether or 
not a sequence of letters such as PIG is an 
English word

� Lexical decisions are facilitated when the 
target word is preceded by a semantically 
related prime

shorterPIGFARM

shorterPIGSHEEP

no changePIGSOAP

Reaction timeTarget wordPrime
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Swinney 1979: 
contextually related word

ANT

He found several spiders, 
roaches, and other bugs | in 

the corner of his room.

44

Swinney 1979: word related to the 
contextually inappropriate sense

SPY

He found several spiders, 
roaches, and other bugs | in 

the corner of his room.
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Swinney 1979: unrelated word

SEW

He found several spiders, 
roaches, and other bugs | in 

the corner of his room.

46

Swinney 1979: Results

Lexical decisions were facilitated for 
words related to both readings even 
in the presence of biasing context – in 
other words, people accessed both 
senses of the word in spite of the fact 
that the preceding context made the 
‘hidden microphone’ sense very 
unlikely. 
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Later research

� The effect is very brief: contextually 
irrelevant senses no longer active 
200 ms post offset

� High-frequency senses are accessed 
obligatorily and more difficult to 
suppress

� Low frequency senses are not 
accessed if the biasing context is 
strong enough

48

ERP studies (Van Petten et al. 1999)

.

He spilled some of the 
oil onto the engine 
because he didn’t have 
a tunnel/funnel.

The brain begins to react to semantic anomaly 
even before there is enough acoustic information 
to uniquely identify the word.
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Syntactic analysis: Processing garden-
path sentences

The defendant examined 
by the lawyer turned out 
to be unreliable.

50

Ferreira and Clifton (1986)

� The defendant examined 
by the lawyer turned out 
to be unreliable.

� The evidence examined 
by the lawyer turned out 
to be unreliable.

Readers did not use the semantic 
information (longer fixations at the by-
phrase in both conditions).
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But…

� When the semantic or pragmatic 
bias is strong enough, it can guide 
parsing  (Altmann et al. 1998, 
Spivey et al. 2002)

� Processing cost of a garden path = 
usually about 100 ms

52

Interim summary

Language processing is 

(1) very complex

(2) very fast

So how do we do it?
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How do we do it?

� Language module (Fodor 1983): a highly 
specialised innate mental organ 

� ‘Informationally encapsulated’ and ‘reflex-like’

� Support: research showing that speakers don’t 
make (full) use of contextual information

� Interactive processing (Marslen-Wilson 
and Tyler 1987, MacDonald et al. 1994): 
Sentence processing = multiple constraint 
satisfaction problem

� People use whatever information is available, 
integrate various kinds of information very quickly

� Support: research showing that people use 
semantic and pragmatic information from the very 
beginning (when it is strongly biasing)

54

Processing ‘shortcuts’

� Frequency

� Shallow processing

� Prefabricated units
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Frequency

In the absence of evidence supporting 
another reading, people go for the 
most frequent reading.

Time flies. 
time = noun

Put the book on the table (on the shelf).
on the table = complement of the verb
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Shallow processing

Instead of fully parsing the sentence 
and then computing its meaning, 
people often arrive at the meaning by 
integrating lexical information, the 
most easily accessible grammatical 
cues, and the most salient contextual 
information. This doesn’t always work 
– but it is ‘good enough’ for everyday 
purposes.
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Shallow processing

� People often misinterpret noncanonical
sentences such as passives, esp. when 
they are implausible, e.g. The dog was 
bitten by the man (Ferreira 2003 –
about 23% of the time)
� This book fills a very useful gap.

� No head injury is too trivial to ignore.
cf. No child is too obnoxious to look after.

No question is too stupid to answer.

58

Prefabs 1

You want to offer a guest a cup of tea. 

� Would you like a cup of tea?

� Would you like some tea?

Some other sentences you might have used

� Can I offer you a cup of tea?

� May I offer you some tea? 

� How about a cup of tea?

� You will drink tea? 

� Perhaps you’d like a cup of tea.

� I’ll make tea.
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Prefabs 2
� You have just boarded a train and you are 
looking for a seat.
� Is this seat free?
� Is anyone sitting here?

� Other possibilities
� Do you know if anyone’s sitting in this seat? 
� Is this seat occupied?
� May I sit in this seat?
� Is it all right if I sit in this seat? 
� Is this anybody’s seat?
� Is there a sitter of/in this seat? 
� Is this seat up for grabs?
� Has anybody claimed this seat?
� May I claim this seat?
� I would like to lay claim to this seat.

60

Prefabs 3

� You want to offer a guest a cup of 
tea.

� 要喝茶吗？

� 来杯茶吧？

� You have just boarded a train and 
you are looking for a seat.

� 这里有人坐吗？

� 这位置有人吗？
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Some (semi)idiomatic prefabs

No way José Get a life
Take it or leave it wear a safety belt 
last but not least get it over and done with
by a hair’s breadth the other side of the coin

in the early days of NP learn NP/VP the hard way
a chain of events bomb NP into submission
take a look at NP would you mind VP-ing?

62

Some perfectly regular prefabs

I don’t think so
suspicious circumstances
innocent bystander
teach a child to read
learn a foreign language
NP get NP-GEN hair permed
I’m fed up with NP
will you VP for me
The precise function of NP varies from NP to NP
NP learn from NP-GEN mistakes



Lecture 1: The miracle of language

63

Summary

� Language processing is very complex and 
very fast.

� A theory of language which purports to be 
psychologically realistic must be able to 
accommodate this fact: economy of 
processing rather than economy of 
storage

� Serial, syntax-driven models are 
notoriously inadequate at this.

� Usage-based models fare better (easily 
accommodate frequency and low-level 
schemas)


