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Functional constraints, usage 
and mental grammar 

Ewa Dąbrowska
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Where does regularity Where does regularity 
in language come from?in language come from?

� Language faculty

� Speakers/language learners prefer 
general rules

� Functional pressures
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Textbook examples
of LDD questions

1. What will John claim that you did 
__? (Culicover 1997: 184)

2. Which problem do you think (that) 
Jane believes (that) Bill claims 
(that) Mary solved __ ? (Ouhalla
1994: 71)

3. Which problem does John know 
(that) Mary solved __ ? (Ouhalla
1994: 72)

4. Whom do you believe that Lord 
Emsworth will invite __ ?  
(Haegeman 1991: 342) 

5. Which country did Bill say Hussein 
thinks has oil __ ? (Crain  & Lillo-
Martin 1999: 220)
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Real-life LDD questions

1. What do you think that is?

2. What do you think you’re 
doing?

3. Why do you think he’s done it? 

4. Who do you think that 
could've been?

5. What did you say that was? 

6. Where did you say you were 
going?

7. What do you suppose tigers 
eat then? 
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Lexical templates for LDD 
questions

WH do you think S-GAP?

What do you think you’re doing?

Where do you think you’re going?
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Unprototypical LDD questions

WH do you think S-GAP?

What   do      you    believe you’re doing?
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Evidence for LDD templates

Prototypical LDD questions are

� acquired earlier by children 
(Dąbrowska et al. 2009)

� remembered better 
(Dąbrowska et al. 2009)

� produced more fluently 
(Dąbrowska in prep.)

� judged to be more 
acceptable (Dąbrowska
2008)
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LDD questions in child speech: 
Abe

3;8 which snake did he say was in the United 
States?

3;10 what do you think’s under here?
3;10 what do you think’s under here?
3;11 what do you think the kangaroo's gonna

think?
3;11 what do you think this is? 
3;11 why do you think this doesn't work?
3;11 where do you think they're going?
3;11 where do you think the other one is?
3;11 how long do you think it would have to take 

to that crane?
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Dąbrowska, Rowland & Theakston
Results: Children

Prototypicality, F (1,34) = 5.82, p = 0.021, ηp
2 = 0.15 

Construction, F(1,34) = 6.47, p = 0.016, ηp
2 = 0.16 

Construction x Age, F(1,34) = 7.51, p = 0.010, ηp
2 = 0.18
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Dąbrowska, Rowland & Theakston
Results: Adults
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LDD questions in Spoken BNC
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Backgrounded constituents are 
islands (BCI – Goldberg 2006)

Cannot extract out of 
� complements of factive & manner of 
speaking verbs 

� complex NPs
� sentential subjects
� presupposed adjuncts

because they are all backgrounded!

The gap in a filler-gap dependency construction 
must occur within the “potential focus domain”; 
the constituent containing the gap cannot be 
backgrounded.
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Advantages of BCI

� In principle, can account for a wider 
range of constructions (complex 
NPs, sentential subjects, and 
presupposed adjuncts as well as 
LDD questions)

� Offers a more satisfying explanation 
(explains why some variants are 
more frequent)
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An experimental test of BCI 
(Ambridge and Goldberg 2008)

� Prediction: There should be a 
correlation between the degree to 
which a verb backgrounds its 
complement and the acceptability of 
the LDD-Q with that verb

16

An experimental test of BCI 
(Ambridge and Goldberg 2008)

� Acceptability judgment task (scale 1-7)

� What did Jess know that Dan liked?

� Daniele knew that Jason liked the cake.

� Negation task (scale 1-7)

� Maria didn’t know that Ian liked the cake

� Ian didn’t like the cake.

� Manipulated the verb 
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Ambridge & Goldberg: Prediction

� There should be a correlation between 
responses on the negation task and the 
acceptability of a question with a long 
distance dependency. 
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Ambridge & Goldberg: Results

r =.58

p =0 .047
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Ambridge & Goldberg: Results

r = -0.83

p = 0.001
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Some problems with the Ambridge 
and Goldberg study

� Only 12 verbs belonging to three groups 
(factives, manner-of-speaking, bridge) –
problematic for correlation analysis

� LDD stimuli were unprototypical (third 
person subject, overt complementizer, 
past tense auxiliary)

� To test the LTH, should derive the 
regression equation from values for the 
other verbs, then see how well it 
predicts the values for say and think
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Ambridge & Goldberg: Results 2 
(excluding think and say)

r = .35

p = .328 
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Some facts BCI cannot account for

� Crosslinguistic differences (Hawkins 2004)

� Some languages more restrictive than 
others

� Group differences (Dąbrowska 2010)

� Linguists’ judgments about the acceptability 
of LDD questions differ from those of non-
linguists

� Generative linguists are more likely to 
accept complex NP violations than 
functional linguists
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New study: Method

� 16 different verbs, 
more varied 
semantically

� Prototypical LDD 
questions 

WH do you V …

� Half with, half w/o that 
– can BCI explain 
complementizer 
effects?
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Testing the BCI: 
Semantics of the verb

r = .64

p = 0.007
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Testing the LTH: Lexical effects

think v. other verbs: 

t(59) = 15.66, p < 0.001

say v. other verbs: 

t(59) = 11.31, p < 0.001

When there was no overt 
complementizer, questions with think 
and say were judged virtually perfect 
(ave. ratings: 6.90, 6.87)
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Testing the LTH: Lexical effects

r = .56

p = 0.025
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27
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Subgroups

Pearson’s r p value

Sensitive .86 .001

Middle .71 .002

Insensitive .20 .461
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Groups Declarative Question Negation

Sensitive & 
middle

0.91 0.89 0.95

Middle & 
insensitive

0.93 0.91 0.83

Sensitive & 
insensitive

0.81 0.84 0.75

Correlations between subgroups
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Summary

� Only about 20% of the informants 
showed evidence of sensitivity to 
BCI

� 40% were not sensitive

� The performance of all three 
groups was highly correlated
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Differences in sensitivity to BCIDifferences in sensitivity to BCI
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Results: Complementizer effects

Construction: F(1,59) = 215.77, p < 0.001, ηp
2= 0.785, 

Construction × complementizer: F(1,59) = 8.106, p = 0.006, 
ηp

2 = 0.121 
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Can BCI explain 
complementizer effects?

� Kearns 2007, Verhagen 2005: zero 
complementizer foregrounds sub-clause 
→ sub-clauses with zero should have 
higher negation test scores

� Mean negation test scores:
� zero: 3.70

� that: 3.55  ns

� Individual differences in sensitivity to the 
backgrounding properties of that do not 
predict differences in acceptability ratings 
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Individual sensitivity to the foregrounding 
properties of the zero complementizer

-3

-2

-1

0

1

2

3

4

1 4 7 10 13 16 19 22 25 28 31 34 37 40 43 46 49 52 55 58



Lecture 9: Functional constraints, usage and mental grammar

35

Why then are LDD-Qs w/o that 
more acceptable?

� LDD templates with the verbs 
think and say

� think and say usually occur 
without complementizers even in 
declaratives (90% -- other verbs 
– 50%: Kearns 2007)
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Conclusion 1

Some speakers are sensitive to BCI.

The “insensitive” (and “middle”?) group 
learned about meanings of the verbs and 
the frequency with which they occur in 
the LDD question construction 
independently of each other --
approximate the behaviour of the 
sensitive group without sharing the same 
knowledge. 
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Conclusion 2

BCI is a valid generalization 
about the English language, but 
it is not necessarily a 
generalization that is captured 
in the mental grammars of all, 
or even most, speakers of 
English. 
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BCI and LTH capture different 
aspects of the same phenomenon

� BCI explains why speakers produce 
certain combinations of words frequently 
and avoid others.

� LTH explains why prototypical LDD 
questions have a special status. 

BCI does not shape mental grammars 
directly: it shapes usage which in turn 
shapes grammars.
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Functional 
constraints

Usage

Mental 
grammar 1
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grammar 2

Mental 
grammar 3
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Why are languages as regular 
as they are?

� Functional and processing pressures
� Speakers approximate each other’s 

behaviour using different underlying 
grammars (cf. Dąbrowska 2008b – the 
Polish genitive)

It is important to distinguish between the 
individual and the social (and the interactions 
between them).
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Language in the mind and in the 
community

� Language belongs to 
the community rather 
than to individual 
speakers (individual 
speakers “own” only 
a part of it)

� Motivations for 
specific grammatical 
phenomena may only 
be “visible” to some 
speakers


