
Lecture 4: Mean lean grammar machine

From linguists' grammars to speakers' 
grammars 2: Deconstructing the mean 
lean grammar machine

Ewa Dąbrowska
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Principle of economy

Economy = simplicity, generality, 
brevity; capturing “linguistically 
significant generalizations” (Chomsky 
1962, Halle 1962, Kiparsky 1968)



Lecture 4: Mean lean grammar machine

3

Attempts to develop a simplicity metric 
(Chomsky 1957, Halle 1962, Kiparsky 1968)

Halle 1962

(1) /a/ is replaced by /æ/ if followed by 
/i/ and preceded by /i/.

(2) /a/ is replaced by /æ/ if followed by 
/i/

(3) /a/ is replaced by /æ/ if followed by 
any front vowel

(3) is simplest  (assuming all three rules are 
descriptively adequate)
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Language acquisition is …

"a process of constructing the 
simplest (optimal) grammar capable 
of generating the set of utterances, of 
which the utterances heard by the 
child are a representative sample." 
(Halle 1962: 64) 
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The simplicity metric is gone, 
but the spirit lives on…

(e.g. Chomsky 1995, 1998; 

Fox 1999)
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An alternative view …

“… massive networks in which 
structures with varying degrees of 
entrenchment, and representing 
different levels of abstraction, are 
linked together in relationships of 
categorization, composition, and 
symbolization.” (Langacker 2000: 5)
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“… lower-level schemas, expressing regularities of only limited 
scope, may … be more essential to language structure than 
high-level schemas representing the broadest generalizations. 
A higher-level schema implicitly defines a large ‘space’ of 
potential instantiations. Often, however, its actual instantiations 
cluster in certain regions of that space, leaving other regions 
sparsely inhabited or uninhabited altogether. An adequate 
description of linguistic convention must therefore provide the 
details of how the space has actually been colonized. Providing 
this information is an elaborate network of conventional units 
including both constructional subschemas at various levels and 
instantiating expressions with unit status. For many 
constructions, the essential distributional information is 
supplied by lower-level schemas and specific instantiations. 
High-level schemas may either not exist or not be accessible 
for the sanction of novel expressions.” (Langacker 2000: 30-31)
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Linguistic evidence for low-level 
generalizations: Luiseño (Langacker 2000)

ki-yk
house-to

po-yk
he-to

*hunwu-yk
bear-to

N-P

hunwut po-yk
bear      it   to

�
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Linguistic evidence for low-level 
generalizations: Luiseño (Langacker 2000)

ki-yk
house-to

Ninan-P

po-yk
he-to

PRON-P

*hunwu-yk
bear-to

Nan-P 

N-P

hunwut po-yk
bear      it   to

Nan-PRON-P

�
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Machine or Mangrove?

�Some experimental evidence

� Polish dative case (and other 
studies)

� English questions with long 
distance dependencies

� Implications for linguistics and 
psycholinguistics
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Nonce word inflection task
(Berko 1958)
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Nonce word inflection task 
(Wug & Wug 2000)
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Polish dative singular 

� Quite regular

� Masculines: -owi [but about 20 
nouns take -u] 

� Feminines: -e, -i/y [phonologically 
conditioned] 

� Neuters: -u

� Relatively infrequent (6% of noun 
tokens)
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Dative singular: Method

� Participants

� 18 speakers with primary/secondary education (8-
12 years, mean 10 years)

� 18 speakers with higher education (15-20 years, 
mean 17)

� Taught a nonce word in the nominative, 
asked to use it in a grammatical context 
requiring the dative 

� 6 conditions (masculine-high, masculine-low, 
feminine-high, feminine-low, neuter-high, 
neuter-low), 4 words per condition
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Words in phonological space
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Words in phonological space
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A sample test item

Okłępie to rodzaj uprzęży dla  
nerwowych koni.

‘An okłępie is a kind of bridle for 
nervous horses.’

Dzięki ___________  zwierzę może     
się odprężyć i lepiej pracuje.

‘Thanks to an _________ , the animal 
can relax and it works better.’
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Neighbourhood density

High density

e.g. pokator

Low density

e.g. progonys

Masculines -ator
-olog

306
164

-ys
-och

23
19

Feminines -arka
-encja

341
108

-fa
-zia

36
5

Neuters -ęcie
-isko

311
164

-pie
-ro 

34
7
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Dative: Results

Density:  F(1, 34) = 54.81,  p < 0.001,  η2 = 0.62
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Dative: Conclusions

� Better performance on nouns from 
high-density neighbourhoods –
speakers rely on low-level 
(morpho)phonologically specific 
schemas (masculines ending in -ator, 
neuters ending in -isko, etc.)

� Better performance on nouns from 
larger classes (more opportunities for 
entrenchment)
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German past participle formation
(Wolff 1981)

ge-V-t

…. but ge- is not added to 
i. verbs with unaccented inseparable 

prefixes (be-, er-, ge-, …)

ii. verbs with the infinitive in -ieren

iii. some lexical exceptions

… but ge- is not added to verbs which 
begin with an unstressed syllable
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Wolff 1981: Nonce word elicitation task

38% of the respondents internalised the first rule

"… the [language acquisition] mechanism seems 
content to settle for any rule, however complicated 
and ad hoc, which provides observational adequacy; 
that is, any rule that 'works' in the sense of 
accounting for the corpus of data to which the 
individual has been exposed during his process of 
language acquisition…. although linguistic theory 
understandably shuns ad hoc formulations and 
strives for maximum generalization and simplicity in 
its evaluation and writing of grammars, it does not 
appear that we can assume that the brain 
necessarily does so too." (10-11)
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‘Islands of reliability’ (Albright 2002, 
Albright and Hayes 2003)

�Most morphological rules apply 
more reliably in certain 
phonological contexts than in 
others 

� V-ed applies to all verb stems ending 
in a voiceless fricative (kiss, miss, 
cough)

� … but not to all verbs ending in a 
voiceless stop (get, break) or a 
voiced fricative (freeze, leave, weave)
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‘Islands of reliability’ (Albright 2002, 
Albright and Hayes 2003)

� Speakers are sensitive to the 
existence of such ‘islands of 
reliability’:
� use the regular past tense inflection 
more consistently with nonce verbs 
ending in a voiceless fricative 
� drice → driced

� dize → dized, doze 

� preak → preaked, proke

� judge regular past tense forms of 
such verbs as more acceptable
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Questions with long-distance 
dependencies

What did Steve believe that Chris 
needed __?

What did Steve believe that they 
thought that Chris needed __?

What did Steve believe that they 
thought that Maria imagined that Chris 
needed __?
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Real-life questions 
with long-distance dependencies

� Aux = do (did)

� Subject = you

� Verb = think (say)

� No additional material in main clause

� No complementizer

� Only one embedded clause

What do you think that is?
What do you think you’re doing?
Where did you say you were going?
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LDD template

WH do you think S-GAP?

What do you think you’re doing?
Where do you think you’re going?
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LDD template

WH do you think S-GAP?

What will  the man believe you’re doing?
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Prototypical LDD questions are more basic 
than non-prototypical ones

� Produced more fluently (Dąbrowska in 
preparation)

� Judged more acceptable (Dąbrowska
2008)

� Remembered better (Dąbrowska, 
Rowland and Theakston 2009)

� Acquired earlier by children 
(Dąbrowska, Rowland and Theakston 2009)
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� False start

How do you how do you feel it went?

� False start, pause and filled pause

Why do you think you put tissue paper on the
<pause> on the erm base of this?

� Self-correction

What did fraud oh Freud believe that most 
sons wanted to do to their mothers?

And what do you feel, why do you think they 
did it ?

Disfluencies in LDD questions 
(Dąbrowska in preparation)

32

Produced more fluently

353158UNPROT

2138146  PROT

% NON-
FLUENT

NON-
FLUENT

FLUENT

χ2 = 6.39, DF = 1, p = 0.017
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Judged to be more acceptable
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Judged to be more acceptable
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Rembered better

Construction x Prototypicality F(1,8)=8.16, p=0.021, ηp
2=0.51
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Acquired earlier by children

Prototypicality, F (1,34) = 5.82, p = 0.021, ηp
2 = 0.15 

Construction, F(1,34) = 6.47, p = 0.016, ηp
2 = 0.16 

Construction x Age, F(1,34) = 7.51, p = 0.010, ηp
2 = 0.18
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LDD studies: Conclusion

Speakers store lexically specific LDD 
templates as well as, or perhaps 
instead of, more general templates
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So…

� The traditional simplicity metric 
is inappropriate for a cognitive 
theory of language 

� Mental grammars really are like 
mangrove forests


